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Abstract: It is widely accepted that terminological minimum is a practical means used for the selection of specialist vocabulary to be taught at various proficiency levels in LSP courses. This popular understanding of the notion renders it similar to the concept of lexical minimum; from the didactic perspective, the two notions seem to largely overlap, being in fact vocabulary lists based mainly on the frequency parameter. However, this picture has largely obscured the true ontological status of the two concepts, and it was not until only recently that the notion of lexical minimum was defined in a more comprehensive way, bringing to light some of its most salient characteristics. Likewise, it seems necessary to re-define the notion of the terminological minimum, if only on account of the specific nature of the lexical unit included in them, i.e. the term. The current paper attempts to elucidate the notion in question and to provide a methodological framework for the compilation of a modern terminological minimum.
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1.

In professional settings where the transfer of specialist information depends on specialised texts, the knowledge of terminology is of great importance. This stems from the fact that in a natural-language communication act specialised texts are the fundamental exponents of specialised knowledge, while individual terms in such texts can be regarded as signs denoting individual concepts, i.e. chunks of specialised knowledge. In some exceptional contexts, even one term can be treated as a complete text. From this perspective, the entirety of terms in a specialist text constitute its conceptual backbone.

From the sociolinguistic perspective, it is important to emphasise that knowledge of lexis can be a threshold for becoming a member of a discourse community (P. Mamet 2002: 144–145). Accordingly, the significance of terminology tools cannot be underestimated in the contemporary world, with ever more specialised fields and subfields of human activity emerging and developing their own code of communication. International specialist communication as well as the didactic process require the establishment of a solid conceptual and terminological base in order to avoid distortion of specialist knowledge and ensure uninterrupted flow of information.
Moreover, most translation tasks commissioned worldwide concern specialised (i.e. non-literary) texts; this observation equally concerns big organisations, such as the UN, WTO, WHO, NATO or the EU (see e.g. D. Cao/ X. Zhao 2008). Also, new translation areas, such as those connected with software localisation, require the expansion of the translator’s terminological competence – a state of affairs that directly affects translator education. According to D. Gouadec, translation training is nowadays far more specialised than it used to be, with graduates entering the translation market aiming straight away “for more high-end of the market (both in terms of domain and in terms of IT skills needed)”, not “just translation” (D. Gouadec 2010: 148). The increase in the use of computer-assisted translation software, which often includes terminology management tools, and development of automated (machine) translation increase the role of terminology resources even further.

On a local scale, recent years have seen an increased emphasis on vocational training put by the Polish Ministry of Education, with numerous vocational courses reopening after years of stagnation and new vocational exams announced.¹ The school year of 2014/2015 was even dubbed the “Year of Professionals” and the Ministry has since organised various conferences devoted to vocational education. As of the school year of 2017/2018, a new vocational schooling scheme has been introduced, with a new type of two-level vocational school established. Parallel to an already existing secondary technical school, such schools educate future professionals.

One important constituent of the vocational training curriculum in Poland, common to all professions, is foreign vocational language course². Practically speaking, the Ministry³ has named as many as 209 professions, which represent roughly 70 different specialised areas, viz. also specialised languages⁴. Yet, there has been glaring scarcity of educational language materials, such as LSP textbooks/coursebooks, workbooks, specialised learner’s dictionaries, etc. (in most languages), while the market has been slow to meet the demand (M. Plawaska 2016: 7). One of the underlying reasons, important from the perspective of the present paper, might be the lack of resources for such materials, including structured (level-graded) collections of authentic primary texts, i.e. specialised corpora, vocabulary sets, specialised dictionaries, encyclopaedia, etc.

It seems that appropriately compiled terminological minimums could close the existing gap in graded specialised lexical resources, which are necessary in most, if not all, areas and contexts mentioned above. On top of its function as a lexical educational resource or a benchmark for the assessment of lexical proficiency at a certain level, terminological minimum is also a cognitive control tool as well as an

---

⁴ According to a preliminary study undertaken by the Author of this paper.
important instrument in terminology management, terminology standardisation and development of modern digital terminology solutions.

Therefore this paper attempts to capture the major characteristics of terminological minimum (TM) understood as a multilayered construct representing certain cognitive capacity, conceptual construct, a terminological resource and a (glotto)didactic means. Since TM shares some characteristics with lexical minimum (LM), the discussion starts with some important considerations referring to the latter term. Then, an attempt is made to encapsulate the notion of TM, and to present some of its most general attributes, considered in light of two different approaches to terminology. These considerations constitute a point of departure for the elaboration of TM design criteria and construction methods. Finally, the paper expounds on some specific features of TM as a resource/referencework, and offers an outlook of the role and shape of TM in the digital age.

2.

While researching the concept of TM, the author has naturally come across the notion of LM. A thorough analysis has revealed that a number of issues inherent to LM are shared by TM, mainly because the two notions traditionally have a common denominator of being graded (i.e. level-based) vocabulary lists selected on the basis of some criteria, usually quantitative ones. Therefore, the author first focussed on a much broader term of LM, with respective findings presented in his previous paper (M. Łukasik 2017b). Those results have provided some significant insights into the nature of lexical resources that can prove useful for the current considerations on TM. In order to maintain a continuity of reasoning and expand essential points of the general discussion on the notion of LM and TM, some of the most important conclusions from the previous study, supplemented with a few additional comments, are briefly presented below.

2.1.

It first needs to be noted that the two terms, i.e. ‘lexical minimum’ and ‘terminological minimum’, seem to be more prevalent in the Slavic language area⁵, compared to English-writing scholars, who prefer other expressions, such as ‘core vocabulary/terminology’, ‘elementary vocabulary/terminology’, ‘basic vocabulary/terminology’, ‘minimum vocabulary/terminology’ or ‘core vocabulary/terminology’, each possibly exhibiting some degree of divergence from another. Equivalent terms are also found across other languages e.g. in German (‘terminologische Mindestwortschatz’, ‘Basiswortschatz’, ‘Minimal-Mindestwortschatz’, ‘Grundwortschatz’, ‘zentrale Wortschatz’, among other proposals) or in French (‘vocabularie essentiel’, ‘vocabularie fondamental’) (see e.g. A. Dörre 2010, P. Kühn 1979, 1991, U. Schnörch 2002). In the present paper the terms of ‘lexical minimum’ and ‘terminological minimum’ will be used throughout.

⁵ Cf. the respective Russian terms ‘Лексический минимум’ (Leksicheskij minimum) and ‘Терминологический минимум’ (Terminologicheskij minimum).
2.2.

For some scholars, LM is a broader concept, subsuming the notion of TM. This overarching nature of LM is reflected in Kühn’s words: “„Grundwortschatz„ ist ein inflationärer Begriff [...]” (P. Kühn 1991: 1358). Granted, if the entire lexical richness of a natural language is taken into account (i.e. its horizontal and vertical variation, including all specialised languages and their variants) when compiling an LM, then, naturally, the notion can be seen as encompassing TM (LM>TM). This might be one of the reasons why some authors use the term ‘lexical minimum’ in works that in fact present specialised lexis (see e.g. the Lexical minimum of general technical English for students of engineering (O.L. Yaroshenko 2014: 104) or Professional Lexical Minimum for Customs Students (E.Ju. Gordeeva 2015)).

It needs be emphasised, however, that on consistency grounds, only in some cases should the term ‘lexical minimum’ stand for the term ‘terminological minimum’. Such substitution is principally possible in two cases: (1) where the choice of vocabulary is not restricted to terms, and also includes other lexical units found in specialist texts, (2) if the primary function of the reference work does not include standardisation or no terminological goal is attempted. However, if the lexical units included are terms proper or where normative nature (status) of a set of lexical units is to be established by way of the minimum, the term ‘terminological minimum’ is preferable (for more detailed considerations see below).

2.3.

Contemplating the notion of ‘minimum vocabulary’, which is often equated with the concept of LM, it primarily needs to be considered in its most fundamental meaning, namely that of a lexical competence, or indeed the mental lexicon of an individual. This conclusion stems from the fact that vocabulary as such belongs to the realm of language, i.e. an inherent property of a human being (F. Grucza 1983: 296–297, 301–302). Depending on the language skills that interlocutors use, it is possible to differentiate between passive (for text reception) and active (for text production) minimum vocabulary. The qualifier ‘minimum’ refers here to a certain level of lexical competence allowing an uninterrupted transfer of information between speakers at a certain proficiency level. However, in spite of the fact that such lexical competence level is by convention gradable (i.e. elementary, intermediate, advanced), its evaluation will always be relative; it can only be measured against the competence of other individuals or groups of individuals. Practically speaking, the only viable

---

6 Regardless of the precision of the definition of specialised lexis (terminology), which, by convention, a TM is supposed to present.

7 The term ‘vocabulary’, and in particular ‘basic vocabulary’, is also frequently used for specialised vocabulary sets (e.g. Grundwortschatz für Pflegeberufe, R. Strack 2015), alongside the term ‘basic terminology’ or ‘basic concepts’ (e.g. Glossary of basic terminology on disaster risk reduction, UNESCO).

8 According to the traditional definition of the term (cf. H. Felber/G. Budin 1994: 26).

9 At least in one of its meanings.
manner to undertake such assessment is through speakers’ language exponents, i.e. texts. It might therefore be easier to evaluate active rather than passive vocabulary (competence) of an individual. Also, it is not (and will probably never be) possible to study/evaluate an entire cognitive capacity, such as the lexical competence, of a person.

Despite the fact that the competence is hardly quantifiable, statistics has been used to correlate the number of internalised word stock and the amount of text understood by its readers (D. Hirsh/ P. Nation 1992, A. Dörre 2010: 20ff).

2.4.

One of the fundamental assumptions that is relevant to both LM and TM is that neither should be mistaken for the frequency dictionary. Although there is some degree of correspondence between the notions of LM/TM (understood as a specific type of reference work) and a frequency dictionary, that is the quantitative element behind the linguistic data, the major point of divergence lies in the fact that the latter is designed to inform about the frequency of words (or other linguistic units/phenomena), while in the case of the former frequency data of lexical units are used at the initial stage of lemma selection procedure, at least according to the prevailing approach to LM/TM compilation. Another difference is that qualitative lemma selection procedure belongs more to LM/TM than the frequency dictionary design. Any frequency dictionary that presents other types of data beyond statistical ones should be considered a hybrid lexicographic work.

Another term worth delineating here is that of the ‘minimum dictionary’, which refers to a lexicographical work that represents LM10. As a matter of fact, the two terms have often been used interchangeably with regard to a reference work that includes a selection of vocabulary. From an ontological perspective, it could be said that LM is the content of a minimum dictionary, the latter featuring a lexicographical structure, sometimes equipped with supplementary materials, in particular useful indexes (e.g. Słownik minimum języka polskiego (see: H. Zgólkowa 2013). Yet, an extended lexicographic structure has also been found in lexical minimums (e.g. Lexical minimum of English for Bulgarian Learners (see: A.Ĭ. Danchev et al. 1982), and therefore no definite borderline can be drawn between the two terms.

Contrary to its primary function outlined above, the concept of ‘minimum dictionary’ has often been used as a badge of a frequency dictionary (see e.g. Častotnyj anglo-russkij fizičeskij slovar’-minimum (see: P. Alekseev et al. 1996), which supports my contention that the notions of LM/TM are predominantly seen either as frequency or frequency-based reference works (cf. definition of basic vocabulary in the Dictionary of Lexicography, R.R.K. Hartmann/ G. James 2002: 13). P.M. Alekseev (2005) seems to confirm this observation, at least in relation to the use of statistics in the choice of language material in glottodidactics and creation of minimum vocabularies. The scholar writes:

10 In yet a different approach, it is the didactic dictionary that is designed to present terminological minimum, or at least the most frequently used terms (S. Gajda 1990: 120).
It has been demonstrated that practically all selection criteria [for the choice of language material] are statistically based. Creation of basic vocabularies and dictionary minimums enters the sphere of classroom statistical lexicography, an important part of it being formed by bilingual, multilingual and semantic frequency dictionaries [...] (P.M. Alekseev 2005: 320).

Yet, despite an extended set of (ever more specific) statistical methods used in lexical studies, such as dispersion and distribution across corpus/corpora (V. Brezina/D. Gablasowa 2013: 3), it has been assumed that the qualitative element should in most instances be taken into account in the process of LM/TM construction, insofar as quantitative criteria alone cannot account for some qualitative variables, such as the communicative/pragmatic aim.\(^{11}\)

Alternatively, it may well be that it is impossible to draw a definite demarcation line between the various terms/concepts discussed above. This stance can be supported by a claim put forward by P.A. Fuertes-Olivera that regardless of their names, all reference works are ontologically the same; they all strive at satisfying user needs by way of utilising various technologies and innovations that can help the users access the lexicographic data they need, while the differences between individual works stem from the fact that there are different users in different situations (P.A. Fuertes-Olivera 2014: 28).

2.5.

Among the qualitative criteria for LM lemma selection one can list: the ease of learning, stylistic/emotional neutrality, pragmatic relevance, usefulness, informative/communicative value, word formation productivity, etc. (see F. Charalabopoulou et al. 2017, H. Kaczmarek 2006: 29, M. West 1953: IX-X). Appealing as the criteria might seem, they have not been clearly defined (if at all) and lack the necessary methodological principles;\(^{12}\) there are hardly any guidelines as to how to apply them in specific projects. Accordingly, one needs to bear in mind that qualitative methods are inherently subjective and possibly intuitive.

2.6.

Construction of a reference work such as LM should follow a predefined chain of lexicographic activities, including design, user and usage study, corpus compilation, data extraction, database creation, writing of entries, proofreading, marketing, etc. One of the most fundamental variables that influences the design phase as well as any future corrections to the work are the users: their knowledge, skills, needs, and the tasks they will use LMs for. Practically speaking, it is necessary to undertake user studies and define a catalogue of universal user needs for specific user types. The principles to follow are derived from the Function Theory of Lexicography, as

---

\(^{11}\) In fact, the mere fact of choosing specific statistical measures or setting a threshold on the lexical set to be presented may amount to a qualitative compilation element.

\(^{12}\) One example relates to the vague notion of ‘usefulness’, which is either not defined at all or relates to a wide range of communicative or glottodidactic goals a TM is supposed to help achieve (see E. Jendrych 2012).

2.7.

One of the major conclusions regarding the LM compilation criteria is that such reference tools should be based on authentic language samples, i.e. representative corpora. Representativeness is an all-important prerequisite here; the quality of any LM will be as good as the quality of the primary sources it is based on. However, despite a wide-ranging discussion on the issue of representativeness, few corpora can be considered representative. Moreover, representativeness is a relative feature, mainly because there are no objective ways to balance a corpus or measure the quality in question (T. McEnery/ R. Xiao/ Y. Tono 2006: 21). Also, practical implementation of the feature will depend on the horizontal and vertical characteristics of language units to be extracted from a corpus. Definitely, compilation of any reference tools, including LM or TM, on the basis of other reference materials, such as coursebooks/textbooks, e-learning courses, etc., as suggested by some authors (e.g. E. Jendrych 2009b: 130, J. Tomaszczyk 2012: 47), is an erroneous method, unless some specific aim is attempted (e.g. comparison of the lexical scope in textbooks\(^{13}\) or the sources are used as secondary, i.e. supplementary\(^{14}\). Such secondary sources present an already selected material, often graded according to conventional proficiency levels, therefore considerably limiting the representativeness of the resources, and effectively LM/TM based on them. Often, the selection criteria in such sources remain unknown.

2.8.

Summarising the above considerations, it is worth emphasising that LM should be seen as a multidimensional concept. Its primary definition encompasses the following meanings: a) a language competence of an individual, i.e. their lexical competence (LM as a cognitive capacity), b) a relative measure tool of an individual’s lexical competence (LM as a cognitive benchmark and – when externalised – a diagnostic tool, i.e. a testing device), c) a graded lexical resource for development of learning and/or teaching materials (LM as a general educational resource), d) an educational reference in its own right (LM as a specific educational resource, e.g. a self study material).

LM as a specific source or reference work is not a homogeneous entity. Its content will vary both horizontally and vertically, reflecting the conceptual and lexical complexity as well as pragmatic/communicative value of lexical units presented. Richness of the structure and content of LM as a specific reference work can be a basis for their extended typology (P. Kühn 1991: 1358–1359). One important design prerequisite is that the structure of LM should be kept simple and the resource itself should not develop into an all-in-one dictionary. This simplicity calls for even more

\(^{13}\) Admittedly, it would be a far-fetched goal for any LM/TM.

\(^{14}\) Some exception from this rule might be employment of frequency dictionaries, provided that (a) the coverage is compatible with the scope of projected LM/TM, (b) robust quantitative methods have been applied for its compilation.
rigid compilation procedure. It is proposed that in most cases LM could take a form of a modern database, accessible online or becoming part of other lingware, whose content could be displayed at user’s request and according to their current needs. The design of the database should also be subjected to rigid compilation procedures. As P. Hanks points out, the absence of space constraints (in modern electronic environment) calls for more, not less intellectual discipline in the selection and arrangement of information (P. Hanks 2003: 164).

3.

Following on the discussion on LM, it first needs to be emphasised that TM should primarily be seen as a specific lexical competence of a person. However, from the ontological perspective, it might be difficult to differentiate between LM and TM, mainly due to the difficulties in defining the operational unit in each case. If LM is considered a wider concept, then all internalised lexical units comprising the lexical competence of an individual are taken into account. If it is necessary to differentiate between general language lexical competence and specialised language lexical competence, then one should first define specialised language lexical units. Such differentiation is of utmost importance where is considered TM as a subset of the entire lexical competence.

If linguists cannot fully agree on a nature of word as such, then it is even more difficult to find a universal definition of a specialised-language vocabulary unit. Similarly to other linguistic units, specialised lexis does not form a homogeneous category, and scholars traditionally differentiate between various types of specialised vocabulary. The notion central to this discussion is that of the term.

3.1.

Traditionally, term is seen as a sign that is permanently linked to a distinctive concept or a group of concepts (H. Felber/ G. Budin 1994: 26). Among the most salient characteristics of terms is standardisation (terms should be conventional units) and univocity (terminology should follow the one term—one concept rule). The traditional (Vienna school) approach to terminology assumes that a clear delineation between concepts is possible on the basis of comparison of concept characteristics, which are derived from introspection. The identification of terms is therefore connected with precisely defining the concept. The obvious problem (and a basis for criticism) is seen in the accessibility of the mental (conceptual) layer, the reliability of its observation and presentation as well as the high degree of subjectivity, even in cases where a field specialist is involved (cf. R. Temmerman 2000: 45).

In the traditional approach to terminology, lexical units that fail to follow the prerequisites outlined above, cannot be considered terms proper. In particular, any non-standardised units or synonymous expressions will be labelled non-preferred (or even forbidden). Figurative language and connotative language are disregarded in traditional approach to terminology (R. Temmerman 1997: 54–55).

---

15 As a matter of fact, it is seen as the fundamental aim of terminology.
Adoption of the above presented view of terminology narrows the catalogue of lexical units considered in TM to terms. An issue requiring further discussion is the design of an evaluation tool to measure lexical competence in such a limited scope.

3.2.

The traditional approach to terminology has seen a growing criticism over the years, mainly on account of its prescriptive nature, including the imposed link between concept and term and the overemphasis on standardisation. Standardisation and univocity have been deemed unrealistic in natural language professional communication (cf. V. Tsakona 2007: 122). It has been stressed that terms should be analysed before concepts in their natural environment, i.e. in texts. J.C. Sager stresses that terms are not context-independent entities, and the meaning of terms can change, depending on the communicative intention of the text (or in fact that of the sender’s), which can be transmitted at various textual levels (J.C. Sager 1990: 101). Accordingly, the link between concept and term can in fact only be reconstructed as an approximation, even if standardisation procedures have rendered some concept-term pairs relatively stable. Admittedly, the link in the minds of individuals is not only highly idiosyncratic, but also hardly identifiable.

Clearly, the new approach allows for a wider catalogue of units to be considered potential headwords in TM. In fact, specialised vocabulary in its entirety should be taken into account, provided that such selection meets the needs of users. Accordingly, along with standardised terms and nomenclature names, representing the conventional part the lexicon, also other lexical units that have yet to be standardised (such as pre-terms), general scientific/technical words, hypoterms (general-language units occurring in specialised texts) or units emerging from natural professional communication, such as professionalisms or slang

16 – are all seen equally part of the specialised lexicon and are recognised on a par with standardised terms. Moreover, regarded as natural language communication phenomena, lexical units resulting from polysemy and homonymy as well as abbreviated forms are also taken into account.

From such a wide lexical perspective, it is more difficult to set clear boundaries as to what should count as a TM operational unit. Definitely, according to the latest views on terminology, the expression ‘term’ subsumes most of the types of specialised vocabulary outlined in the preceding paragraph. This in turn brings it closer to a common (=non-specialised) explication of the notion, presented e.g. in general language dictionaries. For example, according to the Oxford English Dictionary term is “A word or phrase used to describe a thing or to express a concept, especially in a particular kind of language or branch of study.” (Oxford English Dictionary Online). For such a broad set of lexical units, an overarching synonymous expression ‘specialised vocabulary/lexical unit’ can be introduced.

---

16 It has been argued that such units (i.e. professionalisms and slang units) are highly valuable in professional communication and their information-carrying and communicative potential is equal to that of terms, despite their limited scope of use (see M. Łukasik 2017a: 311).
3.3

The lexical considerations presented above call for at least two different approaches to, and two different types of, terminological minimum: a prescriptive and a descriptive one (Fig. 1).

(i) From the perspective of the prescriptive (traditional) approach to terminology, the base for considering units of TM is the terminological lexicon\textsuperscript{17} of a domain/field, and more specifically formally standardised terms. Accordingly, TM can be defined as a specific lexical competence, an evaluation measure, a terminological tool, a resource or a reference work covering base terms (and hence core concepts) of a domain/field. As a lexical competence of an individual, TM may help distinguish language speakers with an appropriate conceptual-linguistic core knowledge characteristic of the domain/field and its LSP, while TM as an evaluation measure can help assess such competence. However, due to a highly individual nature of knowledge, it must be emphasised that any thresholds set cannot be seen as absolute or objective. Presenting core concepts, TM is specifically useful as a tool in preventing undesired and unsubstantiated transgressions beyond the cognitive basis of a domain/field\textsuperscript{18}, simultaneously constituting an authoritative and prescriptive resource for various didactic uses, terminological applications, and beyond. For example, S.E. Wright and G. Budin (1997) suggest that standardised terminology ensures that legal regulations are enforced according to the “letter of the law”, while “adherence to the sense of specified terms in technical and legal contexts is designed to guard public health and safety, provide liability protection, and even guarantee human rights under the law”. In a similar vein, chemical nomenclatures provide systems for naming compounds, and are designed to “eliminate proliferation of conflicting names and to enable scientists to understand and benefit from each other’s work” (S.E. Wright/G. Budin 1997: 329).

(ii) From the perspective of socio-cognitive approach to terminology, it is necessary to assume a wider base for distinguishing TM, namely all content-carrying lexical units found in specialised texts, in particular those pertaining to a domain/field. The point of discussion is therefore shifted from the definition and status of terminological units (i.e. their conceptual/terminological value or preference over

\textsuperscript{17} In the narrow sense of the notion.

\textsuperscript{18} For example, G. Bedny strongly emphasises the cognitive role of basic terminology in psychology. The scholar claims that “The success of any theoretical and applied research in psychology, as in any science, largely depends on the proper use of basic terminology and fundamental concepts underlying the theory.” (G. Bedny 2015: 75).
other units) to the communicative/informative value of lexical units found in specialist communication. TM can therefore be defined as a lexical competence of an individual, a specific evaluation tool, a lexical resource and a reference work, representing a selection of specialised vocabulary of a domain/field. The selection, however, will depend on the final communicative/(glotto)didactic goal and will reflect usage rather than norm. If constructed correctly, such a reference work can also illustrate the mainstream theoretical and practical approach to a subject-matter considered, even in fields where the conceptual basis is still being discussed. By its nature, the type of TM defined here is capable of reflecting global conceptual, linguistic and textual characteristics of an LSP (such ‘registration’ role cannot be attributed to prescriptive TM). One of the major imperatives that needs to be observed is that the lexis selected for TM must not distort professional knowledge. As a resource, TM is used as a basis for the development of (glotto)didactic materials (textbooks, course contents, etc.), lexicographic works (descriptive dictionaries, minimum dictionaries, thesauri, etc.), and terminological tools (terminological databases), among other applications.

As a glottodidactic tool, TM is aimed at increasing language competence of speakers in various professional situations. It is most frequently used where LSP is taught, i.e. vocational school, technical secondary schools, corporate language courses, language courses at university level, etc. Yet, it needs to be noted that the glottodidactic role of TM cannot parallel that of LM’s, mainly due to the limited scope of lexical units presented in the former. Among its glottodidactic uses, TMs also act as testing means, lexical reference works for use in the classroom (resembling glossaries at the back of a textbook), and self-study materials.

Compared to the prescriptive type, the TM model discussed in this section can be regarded as descriptive, in so far as no standardisation or authoritative goal is attempted. However, with the accuracy of information and specialised knowledge validity maintained, descriptive TMs can also safeguard against knowledge distortion. Undoubtedly, both TM types are dynamic in that they remain open to new items – a feature naturally associated with the development of knowledge/language. It is also worth noting that the clear (idealised) demarcation line drawn between the two models of TM serves only to conceptualise the issues connected with a rich variety of specialised lexis and general design/construction criteria as well as TM functions vis-à-vis users’ needs. Since description and prescription do not have to be mutually exclusive opposites, hybrid TM models are also possible. In particular, TM as a specific reference work or a resource can be modified at macro-, medio- or microstructural level so as to feature both elements (cf. similar solutions in specialised lexicography; N. Guy 2002: 263).

---

19 The choice of appropriate sources and the selection procedure are therefore the all-important phases in TM construction. With many competing theories and methodologies, it might be challenging to go beyond frequency parameters (see below).
4. The quality of any reference work is dependent on all the decisions and steps that precede its release. Accordingly, it is necessary to detail the mechanisms that lead to the creation of a reliable TM\textsuperscript{20}.

S. Grucza (2004) suggests a universal compilation procedure for terminological minimum. The scholar outlines three general construction stages: 1) Establishment of a list of entries of most frequent terms, 2) Verification and ordering of the terminological material gathered, 3) Addition of missing terms (S. Grucza 2004: 256).

Although the procedure in its original form is mainly applicable to a descriptive TM, replacement of the frequency parameter for the standardisation requirement can render the proposal equally useful for the prescriptive TM.

The proposal delineated above may seem simple, yet, it in fact requires a greater number of steps and consideration of a number of specific variables. For example, before any extraction of lexical units (terminology) can take place, a lexicographer/terminographer first needs to identify global and specific design criteria\textsuperscript{21} of the final product as well as all partial tasks connected with its construction, such as identification of universal users’ needs or compilation of a quality text corpus. Most importantly, the extraction, verification/ordering and supplementation processes need to be specified in a clear and methodologically unequivocal manner so as to prevent any erroneous solutions that could negatively influence the quality of the final product. These issues will be discussed below.

4.1. Since the dominant role of TM as an externalised entity is that of a resource and a reference work, it seems that the design procedure used in specialised lexicography can also be applied in a TM project. The major design elements can be shortlisted to the following points:

- the area/subject field/domain to be taken into account, its level of development;
- characteristics of the specialised language (and hence lexis) developed within the area/subject field/domain (e.g. primary or secondary or no terminological system; standardisation level; culture-dependent/culture-independent terminology, etc.);
- potential users and their needs (defining the function on a future TM);
- type of TM to be compiled (e.g. prescriptive/descriptive);
- availability (and types) of resources for a TM project;
- evaluation of secondary sources (terminographic analysis);

\textsuperscript{20} Unless specified otherwise, the following discussion will concern TM as a specific resource or reference work.

\textsuperscript{21} My understanding of ‘design criteria’ is in line with the explanation of the notion provided by E. Debus-Gregor and U. Heid (2013: 1002). According to the scholar, the design criteria are any theoretical and practical aspects that need to be considered in the conception of a TM.
- conceptual continuity to be reflected (vertical and horizontal concept characteristics; level of concept granularity to be presented);
- lexical items inclusion/ exclusion criteria;
- corpus compilation procedure;
- lexical items extraction and verification methods;
- lemma stock complement criteria/ methods;
- data management;
- macro- and microstructure of TM (tailored to the needs of users);
- distribution of the product (e.g. marketing strategies);
- use and user feedback processing.

The foregoing paragraphs discuss some of the variables that need to be addressed in the course of TM design and compilation.

4.2.

Contemporary world has achieved a level of development and degree of specialisation that has never been seen before. These advancements have naturally been reflected in specialised languages, in particular in their lexical layer. Yet, a specific dichotomy can be observed; the most advanced nations and/or languages\textsuperscript{22} develop more extensive and precise lexical (terminological) systems. Such systems are called primary (=primary terminological systems), as opposed to secondary systems (=secondary terminological systems), which usually borrow concepts/ terms from the former. From the perspective of terminological studies, primary systems usually act as a source of highest quality specialist knowledge and as a specific benchmark against which secondary systems are evaluated. To construct a reliable resource, such as a TM, it may be necessary to examine the nature of a particular system and trace back the origins of both terms and their concepts/ meanings. Needless to say, the boundaries between fields/ domains, and hence their lexical systems, are usually blurred and/or overlapping, not least because (a) it is inherently difficult to distinguish between various realms of research (D.S. Giannoni 2010: 21), and (b) an even greater number of human endeavours are (purported to be) interdisciplinary. This brings to light a question of the thematic scope of primary and secondary texts for TM lexical excerption (see Sections 4.4. and 4.5. for further discussion).

Another issue worth considering is the proportions of various types of lexical units found in specific LSPs, such as between terms and nomenclature names, standardised and non-standardised units, as well as other lexical items found in specialised texts, such as abbreviations. Since some LSP lexicons are highly conventionalised (cf. the lexicon of chemistry), and others are rather far from standardised (cf. the lexicon of linguistics), it may not be feasible to undertake construction of certain TM types in a specific field/ discipline, such as a prescriptive TM in the field of linguistics.

\textsuperscript{22} The term ‘most advanced languages’ refers here to lingua francas of international professional communication/ knowledge transfer. Despite their worldwide range, such languages may also exhibit a degree of divergence across various (groups of) users.
Finally, conceptual systems of some fields/domains may be specific to a particular (lingo)cultural area or even limited to a geographical region, giving rise to e.g. culture-dependent terms (e.g. legal terms) or lexical/terminological regionalisms (e.g. terms referring to crafts unique to a cultural minority). This poses a problem of conceptual system comparability in both intra- and interlingual plane, which, in particular, may influence the construction of bi- and multilingual TMs. Contrary to popular view, non-compatibility of conceptual systems can also be observed in culture-independent fields/domains, such as science or technology. G. Bedny (2015: 75) stresses that scientific terms may have different meanings in different languages and may vary from author to author. He discusses the terminological problems in the field of psychology, and more precisely its activity theory (AT), and demonstrates that the AT terminology, which was developed in a very specific sociocultural context in Russia, poses great interpretation and translation problems, in particular in/into English (G. Bedny 2015: 75, 92–93). In technical fields, variation across technical vocabulary may stem from the development of local technical culture and the influence of local brand names which later become terms proper (e.g. flex).

Depending on the function of TM, all the variables discussed above will influence the choice of primary sources as well as vocabulary selection criteria (see below).

4.3.

As has been mentioned in the Introduction (see Section 1 (f)), user studies are at the heart of any lexicographic compilation and influence the final shape of any reference work. As H.K. Simonsen asserts, “the degree of success of any product is heavily dependent on the underlying end-user research conducted”, while “the qualifications and situation of the end-user govern any production process” (H.K. Simonsen 2000: 93). Besides user characteristics (their general knowledge, level of expertise, language proficiency, etc.), also knowledge-related (factual knowledge expansion/verification), communication-related (text production/text reception) as well as extralexicographic user needs should ought to be researched (cf. S. Tarp 2008).

4.3.1.

If TM is to assume a prescriptive terminological role, the primary addressees of the work will be experienced professionals in specific fields, governmental (and other official) bodies, terminologists, linguists (including cognitive linguists), NLP specialists, information science experts, lexicographers (terminographers), translators and possibly educators. Also specialists from related fields can significantly benefit from such TM type, mainly because of its concept defining nature.

If TM is to assume a descriptive role, a catalogue of users widens significantly and includes all groups of LSP users, i.e. specialists, semi-specialists and non-specialists.

In the hands of field professionals, descriptive TM will most likely serve as a resource and reference work, mainly for elaboration of other reference works, such as dictionaries, textbooks and other didactic means (such as e-learning courses, testing tools, etc.), as well as a benchmark for evaluation purposes (e.g. of employees). It
might also be used as a resource for future standardisation of terms; in this way a specific feedback occurs between the two types of TM discussed in this paper.

Definitely, the most numerous group of descriptive TM users is constituted by semi-specialists and non-specialists, and in particular by LSP educators and learners, students of a variety of fields, translators, specialists of other (often related) fields, technical writers, etc. In the area of education, descriptive TM will come in two flavours, depending on the skills developed by their users, namely active and passive (see Section 2.3.). Yet, beyond the most commonly recognised function as a didactic tool, descriptive TM can be a subject-matter guide.

4.3.2.

An example of TM user studies comes from E. Jendrych, who has elaborated on potential addressees of a glottodidactic TM for Business English. The researcher lists the following groups of users along with projected TM functions (E. Jendrych 2009b: 127):

- students (TM used for revision of lexical material, and as self-evaluation tool and a resource for bridging knowledge gaps);
- textbook authors (TM as a benchmark for authors of Business English textbooks and e-learning courses);
- teachers (TM used for the assessment of the degree of specialised vocabulary acquisition by students, and for evaluation of the effectiveness of teaching methods and achieved progress measured by the level of lexical proficiency),
- examiners (TM used for testing language proficiency in the scope of specialised vocabulary);
- employers (TM used for the assessment of language proficiency of interviewees/employees (e.g. when commissioning a task requiring appropriate level of business language);
- linguists (TM used for determining the level of terminologisation of didactic texts, and for evaluation of textbooks/e-learning courses).

Expanding her studies, E. Jendrych also has also explored in detail the student group, referring to their professional experience and subject-matter knowledge. According to her studies (2009a: 85–86), student users comprise:

- regular students of economics, finance, and administration, with little professional experience/knowledge;
- extramural students majoring in the above-listed fields, exhibiting considerable professional knowledge;
- students and graduates of language and linguistics departments, who wish to specialise in business English, but who have no knowledge about business;
- participants of closed (corporate) and open Business English courses, who possess various levels of knowledge and professional experience.

It is worth emphasising that the user studies undertaken by the along with a TM usefulness survey (E. Jendrych 2012) are an example of good practice in the area of TM construction.
It seems that in order to define student/learner characteristics, it is necessary to consider users’:
- language level;
- general knowledge;
- professional experience;
- prior education (i.e. experience with educational materials, setting, etc.);
- learning strategies/ styles;
- motivation;
- specific needs;
- interests.

Undoubtedly, when designing TM as a didactic tool, it is also necessary to take account of the general premises of an LSP curriculum as well as specific variables arising from course objectives, such as: (a) abilities to be acquired for successful communication in occupational settings, (b) proportion between content language acquisition vs. general language acquisition, (c) group characteristics (heterogeneous vs. homogeneous learner group), (d) [possibility of] materials development (K. Gatehouse 2001).

4.3.3.
As a matter of fact, the multitude of variables that define users, their needs, and reference work consultation situations, as outlined in the Function Theory of Lexicography (see above), render any strict user division (e.g. into experts, semi-experts, and non-experts) provisional and somewhat artificial. In fact, the rich list of varied user characteristics results in a diverse array of TM types, some probably of a hybrid nature.

4.4.
Coverage in a TM is a relative matter. Not only is it hardly possible to determine someone’s lexical competence, but it is also difficult to set lexical boundaries in cases where TM is seen as a testing tool, a resource or an educational means. The basic assumption that has to be made is that it is virtually impossible to set any quantitative threshold (or frame) regarding the number of units to be considered/included in a minimum (see Section 4.9.2.). This is consequent upon the impossibility of establishing conceptual/terminological boundaries of individual fields/disciplines as a result of different concept (term) vertical and horizontal characteristics and the interdisciplinarity of modern human endeavours. In some cases it might not even be possible to isolate a leading field/domain, as disciplines themselves are often remarkably heterogeneous or even internally divided and “the existence of a discipline does not always imply that there is acceptance of an agreed set of problems, objects, practices, theories or methods, not even a shared language or common institutional forms” (A. Barry/ G. Born 2013: 9–10). Therefore, the division into fields/domains/disciplines/etc. is in fact a matter of convention. Accordingly, it might be necessary to use some extralinguistic measures, such as external or internal classification systems, textbook thematic divisions, encyclopaedic coverage of a field, etc. for pre-
selection of texts and text types. Conveniently, specialised texts exhibit certain field-specific characteristics that allow automatic text clustering (see e.g. CLARIN-PL WebStyEn service23), which might be particularly useful during corpus compilation and text verification.

As has been mentioned above, the frequency parameter is of limited applicability when specifying TM lemma stock, and could possibly only be employed for statistical purposes, yet only where term extraction concerns an extensive set of text and text types of a particular LSP. From this perspective, coverage is understood as a degree to which core concepts of a field/domain have been represented in a TM, also in cases where some form of lexical material grading is envisaged.

On the microscale, coverage is understood as the completeness of semantic (sub)fields and/or of semantic neighbourhood represented by the lexical units included in a TM. Such completeness is of paramount importance in TMs, since the semantic networks between terms constitute a conceptual backbone of a terminological set, indispensable for the full understanding of any given term. For example, the notion of atom is bound semantically with such notions as electron, neutron, proton, nucleus, chemical element, atomic number, valence electron, electron configuration, electron shell, electron subshells, orbital, mass number, quantum number, excited state, ground state, radical, periodic law, Hund’s rules, and Pauli exclusion principle (T. Michta 2009: 109–110). Any term from the above list is linked to (an)other term(s) through semantic attraction, and cannot be fully understood in isolation from its neighbours. Consequently, the use of frequency or rank lists only must be deemed as highly misguided term extraction methods, and if used, should merely constitute the initial step, obligatorily followed by term verification and supplementation on the basis of semantic/conceptual analysis. Such semantic analyses can currently be performed either manually, through analysis of contexts and verification with external reference works, or automatically, often during term extraction processes when semantic relations between terms are also reconstructed (A. Panchenko 2012, cf. N. Lagutina et al. 2015).

Significantly, when considering the coverage of TM in general terms, a key rule to follow is to maintain conceptual continuity of the lexical set included. This prerequisite will also be applicable to the TM unit inclusion criteria.

4.5.

The quality of any TM as a specific resource or a reference work will predominantly depend on three elements: (i) choice of primary texts for extraction of lexical units, (ii) the selection criteria that will allow the choice of required units and will filter out units that do not conform to a current TM project requirements, and (iii) extraction methods (i.e. their efficiency/precision). This section discusses primary text selection criteria, with the other two issues referred to in the following sections.

Generally, the choice of primary texts will be governed by different criteria, depending on the TM type.

---
The primary quality of sources selected for a prescriptive TM is their authoritative nature with relation to the terminology set presented. Hence, terminological standards, dictionaries presenting standardised terms, term banks, electronic terminology collections (databases), etc.\textsuperscript{24} The catalogue of sources is closed and therefore no additional studies are necessary to certify their quality, besides the attestation of their origin (i.e. the publishing institution (usually a standardising body)). If standardised sources are available, the issue of representativeness is irrelevant, as the standardised vocabulary sets already represent an approved selection. Where such sources are unavailable, then some other high quality texts need to be included, with their selection verified by a subject specialist (R. Dubuc/ A. Lauriston 1997: 87). Possibly, inclusion of other non-standardised and/or unverified sources will have detrimental effect on the realisation of the principal function of a prescriptive TM, i.e. that of a cognitive/terminological standard. Admittedly, the fuzzy notion of ‘quality’ as well as experts’ own subjective decisions may render the entire concept of a prescriptive TM unfeasible in some domains of human activity.

In case of the descriptive TM the list of primary sources is considerably wider, and besides the sources presenting standardised terminology, it also includes original research papers, monographs, textbooks, handbooks, service manuals, technical documentation, etc. In such works usage rather than normative nature of units is of primary importance, and therefore – contrary to the prescriptive TM text selection criteria – any publications of reference nature, such as dictionaries, glossaries, lexicons and other vocabulary lists, should be used solely for cross-checking the completeness of a selection and supplementation of missing terms.

The very notion of a descriptive reference work calls for the representation of a specialised language in its entirety, while the feature most sought for in the representativeness of the text collection, which manifests itself in an appropriate corpus balance (choice of text types and/or text genres in their natural proportions) and sampling (choice of texts excerpts). In practical terms, it is necessary to establish such natural text proportions in the domain under consideration. It needs to be emphasised that the corpus should by no means consist of a subjective (and often too narrow) selection of texts of secondary nature, such as textbooks, encyclopaedias, dictionaries, etc., mainly because the sources already exhibit a selection made by their respective original authors (cf. E. Jendrych 2009a: 8), and hence constitute secondary or even tertiary selection. This rule must be observed in order to maintain corpus, and therefore TM, representativeness\textsuperscript{25}.

\textsuperscript{24} Despite the fact that these works are referred to as secondary sources, whose role should mainly be limited to “countercheck” the already chosen set of lexical items, it is argued that in the case of a prescriptive TM, such reference works, provided they present standardised terminology, constitute the primary resources. It is the vocabulary selection procedure that would be of utmost importance in such collections.

\textsuperscript{25} Even in cases where primary sources in a given language are hardly available (see J. Tomaszczyn 2012: 47). In such cases, construction of a descriptive TM is either impossible or less specialist sources need to be allowed, such as popular science texts for semi- or non-
J. Pearson (1998: 60), referring to a corpus design for a terminological study, lists the features that the texts to be included in the corpus need to possess in order to be of proper value for the project. According to the scholar, the texts should be: (a) written (as spoken texts have to be transcribed, which may lead to deformation of professional message), (b) published (this will validate the reliability of the material, especially if the publishing house ranks high), (c) produced by an acknowledged individual or institution, (d) factual (i.e. representing what is known to exist, or believed to exist).

The proposal seems to be universal in that it can be applied in projects where the compilation/use of corpora is envisaged or not (cf. source selection for prescriptive vs. descriptive TM). In any case, the 'proper value' can refer to a whole range of variables, conceptual, linguistic, terminological, pragmatic, etc. In fact, the suggested functions of a TM act as a terminographic filter for appropriate text selection (cf. M. Łukasik 2005: 156). For example, in term extraction methods, the source texts should exhibit high level of terminologisation (understood as a relatively high number of terms compared to the number of all tokens in a given text/corpus). Yet, some highly technical texts may be lexically poor (i.e. exhibiting few unique terms), which stems from the terminological consistency rule (i.e. avoidance of synonymous expressions and thus frequent repetition of terms). M. Gotti gives an example of Russian theoretical mechanics, where as few as 480 words form up to 91% of texts in the discipline (M. Gotti 2005: 34). The scholar adds that in such disciplines, the type-to-token ratio (TTR) may be very low, ranging between 0.043 and 0.135 (ibid.). Accordingly, the degree of terminologisation, based on frequency measures, cannot be the only parameter behind text selection criteria, if only on account of the varied vertical and horizontal characteristics across terms. Yet, quantitative matters, including the corpus size, are all-important prerequisites in automatic term recognition (see Section 4.8.).

Currently, more and more texts are obtained from the Internet, some of which with the use of automatic corpus compilation software (e.g. BootCaT online service or WebBootCaT module in the Sketch Engine). This calls for more rigid quality check (e.g. at the level of seed or URL selection); online texts may be linguistically highly idiosyncratic, poorly written, may present unsubstantiated proposals or may be faulty translations of other original works. Also, texts presenting new ideas in a field should be treated with caution as new concepts may be vague and named only tentatively, often with the use of sometimes erroneous analogies, metaphor or transferred meaning (W. Lange 1995: 416). Unless a specific aim is attempted, e.g. a study of neologisms, such texts should be discarded, in particular as sources for a TM.

4.6.

As has been mentioned above, secondary sources are used for verification of term candidates and supplementation of missing terms in TMs. Among the most universally cited resources are encyclopaedias, specialised lexicons/glossaries/experts. Alternatively, sources in other languages, in particular those, in which the terminology of a field is more developed (i.e. representing the primary terminological system), could be included, yet the descriptive status of a TM is thus extended beyond a particular national LSP.
dictionaries, terminological databases/banks, thesauri and TMs in other languages, in particular in a language representing the primary terminological system. Equally useful are monographs, textbooks, documents, etc. not included among the primary sources. The catalogue of such works depends on the specificity of a field/domain, prevalent publishing tradition, preferred professional communication setting, etc.

It is of utmost importance to attest quality of such reference works. Regarding terminological dictionaries, quality refers to the terminological coverage of a field/(sub)discipline. Yet, such coverage should be evaluated by means of both quantitative and conceptual measures against the benchmark set by other, more comprehensive works, specialised thesauri or specialised corpora. Such studies are necessary in light of an extensive heterogeneity of specialised reference works. G. Norman notices that “a very significant proportion of the items contained in scientific dictionaries of terms are not nomenclatural items, but rather non-formalized field-specific lexis” (N. Guy 2002: 268). Accordingly, such works cannot be used for terminological verification indiscriminately.

Decisions concerning the choice of secondary sources can be supported by extensive terminographic analyses or professional reviews. Results of terminographic analysis can provide a global evaluation of terminographic practice in a given scope, along with assessment of individual works (see, e.g. M. Łukasik 2007, 2015)\(^\text{26}\). Otherwise, TM authors should seek opinions of professional terminologists or field experts.

4.7. Despite reservations presented by some scholars (see below), an electronic specialised corpus seems to be a well-suited source for the extraction of terms and other data necessary for the compilation of most TM types of descriptive, and in individual cases, also of prescriptive nature (cf. A. Dörre 2010: 103ff). However, specialised corpora are scarce and only a few are widely available (see M. Weisser 2017). Moreover, most of such corpora will be made accessible through a website interface, and therefore thorough quantitative studies may not be possible. Also, most specialised corpora offer a narrow selection of texts in specific subject fields/domains (e.g. the GENIA corpus\(^\text{27}\) in clinical biology or even the PERC corpus\(^\text{28}\) incorporating texts from 22 domains). These confinements render such corpora of limited applicability as primary TM sources.

It may therefore be necessary to compile a project-specific specialised corpus. Its usefulness, however, will largely depend on a number of decisions made at the design, text gathering, corpus construction, and data extraction stages.

(i) It first has to be borne in mind that for a special purpose corpus, one “cannot simply adopt the criteria used to design LGP corpora” (L. Bowker/ J. Pearson 2002:

\(^{26}\) Interestingly enough, by entering a given terminographic market, TMs themselves become an object of terminographic analysis, global and/or detailed (see M. Łukasik 2012).


Therefore, such corpus parameters as representativeness, balance, size, etc. are viewed differently in specialised corpus projects.

One of the corpus features/qualities that needs to be considered at the design stage is representativeness. Its importance is underlined by A. Kilgarriff, who claims that the “quality of the frequency list, and thus the validity of all that follows, is premised on the composition and representativeness of the corpora” (A. Kilgarriff 1997: 136).

D. Biber provides an overarching definition of representativeness, emphasising that it is “the extent to which a sample includes the full variability in a population” (D. Biber 1993: 243). In other words, a text corpus (=sample) is representative if it exhibits features (e.g. linguistic ones) found in a general pool of texts considered (=population). Moreover, representativeness may concern any linguistic (such as text type/genre, lexical or grammatical features (e.g. degree of terminologisation), pragmatic/situational parameters, etc.) or extralinguistic feature, such as demographic parameters or density of encyclopaedic information.

Taking text type/genre as an illustrative example, it needs to be noted that a corpus is said to be representative as regards text type/genre if it reflects the real (authentic) text proportions and textual features found in a generalised population of such texts. To achieve representativeness in this case, various text types/genres are sampled and, ideally, constitute a corpus in their natural proportions. One issue that arises here is lack of comprehensive text type/genre analyses in general and specialised languages. Viewed from this perspective, representativeness is a relative measure and indeed some form of approximation. Therefore, some scholars rightly point out that statistically speaking a corpus is representative only of the texts it is composed of; a corpus of abstracts of medical papers will be representative of these very abstracts of medical papers, and only if it has been compiled according to strict corpus compilation methods, e.g. in the area of corpus sampling.

Accordingly, the unattainability of corpus representativeness is probably more pronounced in specialised-text corpora, in which only a selection of texts is considered (cf. Ch. Enguehard 2005: 972). Some scholars have therefore put forward solutions that could bring closer the ideal of representativeness. In particular, two such proposals can bring about interesting results in the area of higher corpus quality, namely the parameter of corpus closure/saturation and a cyclic corpus compilation procedure.

Corpus “closure/saturation for a particular linguistic feature (e.g. size of lexicon) of a variety of language (e.g. computer manuals) means that the feature appears to be finite or is subject to a very limited variation beyond a certain point [of corpus size]. To measure the saturation of a corpus, the corpus is first divided into segments of equal size based on its tokens. The corpus is said to be saturated at the lexical level if each addition of a new segment yields approximately the same number of new lexical items as the previous segment […]” (T. McEnery/ R. Xiao/ Y. Tono 2006: 16). It seems that the parameter can also be successfully applied to account for features important.

---

29 An explanation provided in this paper is a simplified version of in-depth considerations provided by D. Biber (1993).
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from the perspective of a particular study, such as the degree of corpus terminologisation in the compilation of a specialised corpus (J. Pearson 1998: 45; for the application of corpus closure/ saturation parameter see R. Shams/ A. Elsayed/ Q.M-Z. Akter 2010: 71–72).

A direct consequence of the application of corpus saturation/ closure parameter is the relativisation of the corpus size parameter. Construction of large corpora need not be the primary goal in specialised projects. However, appropriate corpus size may play a role in registering low-frequency items/ language phenomena. Furthermore, automatic term extraction processes require corpora of considerable size to allow statistics-based algorithms to run properly (cf. C. Fantinuoli 2006: 173).

One of the compilation methods said to account for corpus representativeness is a cyclic corpus compilation procedure, whereby the corpus is built/ extended in several steps. In such a scheme, a design stage is followed by addition of an appropriate body of texts, i.e. such that is in line with the design criteria. The corpus is then tested, design criteria verified against the research/ practical objective, new texts – fulfilling the changed set of parameters – are added to the corpus, and the process repeats (D. Biber 1993: 255–256). This method allows progressive approximation to the desired threshold of resource acceptability for a particular use. Clearly, almost any feature can be parametrised in this approach. When combined with the notion of corpus closure/ saturation, the procedure may be a robust approach to follow. Yet, the final quality depends on the verification methods applied, and probably also on the type of data obtained from the corpus (some data may be difficult to evaluate/ quantify). Moreover, some researches may, possibly unwittingly, make an incorrect choice of the features analysed or adjust the compilation criteria in order to collect texts that will prove their hypotheses.

An important element of corpus methodology is annotation, i.e. an additional descriptive layer of metadata added to a text or text collection, such as part-of-speech, semantic, prosodic, etc. tagging and/or corpus mark-up, that allows more extensive corpus studies. Despite reservations voiced by some scholars that annotation invalidates corpus authenticity (J. Sinclair 2004: 191) and hinders objective analyses (J. Sinclair 2003: 83–84, 2007: 26), addition of such metadata is regarded as advantageous in most studies (T. McEnery 2003: 454–455), in particular for automatic term extraction methods, automatic lexicon generation, among other applications in natural language processing (T. McEnery/ A. Wilson 1996/2001: 142). Nowadays the accuracy of automatic taggers (part-of-speech, semantic, etc.) is relatively high (minimum 90%) and acceptable for most LSP projects (P. Rayson/ D. Archer/ S. Piao/ T.McEnery 2004: 7, Ch.D. Manning 2011: 171).

Depending on the predominant function of the TM, the choice of texts will vary accordingly. Admittedly, the most comprehensive collection will be required in a descriptive TM to be used as a resource. Since TM is supposed to present a selection of specialised lexis of a particular specialised language, in most cases compilation of a monolingual specialised corpus will be envisaged. If a bi- or multilingual TM is planned, a comparable bi- or multilingual corpus should be constructed in order to provide for consistency at the conceptual/ terminological level across texts in various
languages. Comparable monolingual corpus will be used in the study of culture-dependent (or anisomorphic) terminological sets/systems, such as the legal one. Creation of comparable corpora is in particular important, since, to date, terminological resources based on the description of the concept systems have long neglected the use of terms in context, while it is the context that reveals the syntagmatic behaviour of terms, which – next to systemic term analysis – can help in choosing terminological equivalents (J. Pimentel 2015: 427).

(ii) Despite the large popularity of corpus-based studies and corpus applications in lexicography, some objections to the method have also been voiced. In particular, scholars developing the ‘Function Theory of Lexicography’ denounce the ‘corpus-only’ approach to lexicography as ‘misguided’, and advocate the use of a variety of sources for the compilation of specialised dictionaries (P. Fuertes-Olivera 2014: 29–30). They claim that corpora are predominantly used for secondary lexicographic tasks, such as attaching frequencies to some lemmas, crafting examples or indicating language patterns. Meanwhile, the most essential tasks in specialised dictionary-making, such as defining, attachment of grammatical data and translated texts, adding cultural remarks or offering prescriptive remarks require the use of other sources and “can only be done if an expert and a lexicographer are working side by side” (ibid.). In this light, corpora are seen as auxiliary rather than primary sources.

(iii) All things considered, it seems safe to claim that an electronic corpus constitutes a relatively reliable tool to extract the required data, especially for a descriptive TM. One way of approaching the problems associated with corpora, such as its size or representativeness, is to approach such parameters from a relative perspective and define separately for each specific project. Accordingly, corpus design stage should never be omitted, while steps should be taken to develop the most reliable methods for its construction.

4.8.

Parallel to the discussion on the sources for TM, another widely debated issue concerns the inclusion criteria of lexical units. First and foremost, any discussion should start with the acknowledgement of the dual nature of specialised vocabulary units, namely that of a sign of a concept (defined more or less precisely), and that of a linguistic unit. This assumption points to the possible selection criteria of lexical units to TM as a specific resource and reference work.

In light of the definitions of the two fundamental types of TM considered in this paper, the two groups of lexical units taken into account are: a) standardised terms, in

---

30 The notion of representativeness is nevertheless a convenient guide when it is necessary to ensure a certain standard of a corpus. Yet, to fulfil its role, the parameter should possibly be seen as a guideline rather than a strict parameter and a goal in itself.
the case of a prescriptive TM, b) all units characteristic of specialised texts considered, in the case of a descriptive TM\textsuperscript{31}.

(i) Selection of prescriptive TM units does not pose significant challenges because all standardised units constitute the basis for headword list in such TMs. Extraction of standardised terms amounts to inclusion of selected terms from various authoritative sources (e.g. documents, terminological databases or online lists of items approved of specific committees). This in particular concerns terminological standards, which usually present only a selection of the entire standardised terminology pool. In all other cases where the so-called informal (i.e. usage based) standardisation is claimed, only descriptive TM can be considered.

In the case of a descriptive TM, additional selection criteria can be imposed, depending in the specific function (and hence type) of a TM, and may include such variables as frequency, grammatical category, type of terminological unit (e.g. terms v. nomenclature names), word/term formation potential, etc. It is also possible to envisage a TM of general scientific/technical vocabulary, listing lexical units considered either as universal or interdisciplinary terms (found in many specialist fields/domain, not specific to one particular field/domain) or as hypoterms\textsuperscript{32} (general language words used in specialist texts, such as researcher, study or result).

(ii) Extraction of specialised lexical units from a corpus brings to light a number of issues, in particular connected with the determination of term candidates and delineation of term boundaries. It has been proposed that the criterion which determines whether a particular lexical item is a term or a (general language) word is the nature of its conceptual reference within the discipline concerned, i.e. general (referring to general knowledge) or special (referring to specialist knowledge) (J.M Pugh/ J.C. Sager 2004: 1924). Others have suggested a list of features of a term that should help differentiate the term from general words. The most frequently-cited characteristics include univocity, lack of expressive-emotional load, strong lexical and morphological correlations, conventionality and meaning independence (see e.g. A. Reformatskij 1959, S. Czerni 1977: 18, J. Lukszyn 2005: 45). There are, however, several problems involved with such propositions, mainly stemming from a considerable degree of subjective assessment regarding both the reference between a lexical item and human knowledge and the features that terms are purported to exhibit. Any such verification procedures are also rather difficult to apply in a modern corpus-based approach.

In view of the proponents of the most recent (i.e. sociocognitive) approach to terminology, terms primarily exist in texts, and therefore any extraction of terms should start with specialised texts (S.E. Wright 1997: 13). It is claimed that texts themselves offer the necessary context that makes it possible to reconstruct the

\textsuperscript{31} Plainly against the prevailing trend of focussing on nouns and noun phrases only, as advocated in the traditional approach to terminology, modern terminologists and terminographers acknowledge a wider range of lexical categories in terminological studies, namely verbs, adjectives and adverbs, among other categories (J. Pimentel 2015: 428, N. Guy 2002: 259, M.-C. L’Homme 2003: 403–404).

\textsuperscript{32} Also called sub-technical vocabulary, a term coined by Ronayne Cowan (L. Trimble 1985: 128).
linguistic and semantic/conceptual features of a term. This point is emphasised by R. Dubuc and A. Lauriston:

It is the presence of conceptual features relevant to the term that determines the extent of the context. The context thus plays a double role: it first provides living proof that the term is used in the field of reference and then allows a conceptual content to be associated with the term being studied. The second role is the more important. It makes it possible to determine the specific relationship between a term and its subject field through concept identification (R. Dubuc/ A. Lauriston 1997: 81).

Accordingly, the whole process proceeds in a semasiological—onomasiological manner; terms, or term candidates, are extracted from authentic text collections (corpora), then their conceptual value (meaning/position in a conceptual system) as well as linguistic and pragmatic relevance is determined and the list is verified (= non-terms or terms not complying with a particular TM project are removed from the list) according to term inclusion/exclusion criteria. The list is later supplemented on the basis of refined primary sources (see cyclic compilation procedure of a corpus) or secondary sources (textbooks, encyclopaedias, dictionaries, etc.). The assistance of field specialists is also highly recommended at this stage, while the methods applied are mainly based on frame semantics (J. Pimentel 2015). Alternatively, the core-periphery paradigm can be applied to evaluate the prototypicality of terms. Most importantly, the inclusion/exclusion criteria should reflect potential users’ needs (linguistic, conceptual, pragmatic), and therefore the function of TM.

(iii) One of the practices that can ensure a greater degree of objectivity in the process of term extraction is to use automatic term identification/recognition/extraction tools. Such tools use a number of statistical and/or linguistic methods (e.g. part-of-speech patterns33) to extract term candidates (L. Bowker 2003: 60). Admittedly, one of the prerequisites for using statistical methods is their language-independent character (Ch. Enguehard 2005: 971). However, simple frequency-based corpus tools, such as plain frequency/rank lists or n-gram lists do not suffice in the case of LSP texts and terms, and are considered unsystematic approach (H. Bergenholtz/S. Tarp 1995: 88). Not only does specialised lexis come in a variety of types, but it also represents different conceptual paradigms. Frequency lists alone cannot account for the inevitable dispersion of conceptually-bound units in specialised texts (see above)34. Moreover, high-frequency units usually exhibit greater ambiguity (cf. A. Östling 1991: 194).

Automatic term recognition and extraction has recently seen a considerable progress. This is also a result of more robust algorithms in the extraction of conceptual relations from texts. It seems that providing a wider context is indispensable in term
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33 In fact, part-of-speech annotation is used to statistically extract syntagmatic term schemata.

34 This is one of the major differences between lexical minimum and terminological minimum; in the design and composition of the former, frequency can play an important role, even if frequency-based vocabulary lists need to be supplemented with secondary selection items (see e.g. M. Warchal 2013: 495.)
processing tasks, also at a cognitive level. The contextual frame may, however, vary, depending on the degree of scattering of semantic information.

Also, in automatic term extraction, two salient parameters are taken into account, namely unithood and termhood. Unithood can be defined as the degree of strength or stability of syntagmatic combinations or collocations of a term candidate, while termhood is a degree to which a linguistic unit (i.e. term candidate) is related to domain-specific concepts. The latter can be estimated through term frequency and the so-called bias of frequency\(^{35}\), which improves the precision rate (K. Kageura/B. Umino 1996).

As has been mentioned above, particularly promising results in term extraction are achieved when statistical methods, such as association measures, are coupled with linguistic filters, such recurrent part-of-speech patterns identification. Most tools, however, are language-dependent; even if methods for ranking term candidates are universal, grammar rules used for selecting terminology concepts from texts differ across languages (it is necessary to develop the so-called extraction grammar, which is language-specific; M. Marciniak/A. Mykowiecka/P. Rychlik 2016: 2278). New methods are also being developed to account for the phenomenon of nested terms (terms within terms), which pose a specific problem in highly inflected languages, such as Polish (M. Marciniak/A. Mykowiecka 2014)\(^{36}\).

(iv) Extraction of specialised lexical units needs to take a view of the type of such units, derived from a combination of such variables as: textual (e.g. distribution across texts; genre-specific variations), and/or linguistic (e.g. part of speech), and/or terminological (e.g. culture-dependent/ culture-independent terms), on top of their cognitive value (e.g. degree of concept granularity represented by a term/ set of terms) and pragmatic significance (e.g. context-dependent term use). Accordingly, in automatic term recognition, evaluation of term candidates is the key procedure necessary to ensure extraction quality. Such evaluation can be performed automatically or manually by an expert.

Evaluation based on experts/ terminologists is by far the easiest to implement and process. However, such experts need to have access to modern tools, such as comprehensive specialised corpora and other machine-readable terminological and linguistic (re)sources to observe different occurrences if a term.

The most common approaches to manual evaluation of term candidates extracted automatically are based on (i) comparison with a reference list, and (ii) judgement of an expert/ terminologist. There are several issues connected with either method.

In case of the former, it has to be noted that:

(1) terms often vary on a linguistic plane (i.e. have different linguistic form) and such variations are not usually included in reference lists (e.g. such lists usually provide only one form of a term and do not include spelling variations, not to mention synonymous expressions); moreover, context-dependent terminological variation is

\(^{35}\) i.e. inverse document frequency which points to words that occur rarely and tend to be omitted from a number of other texts.

usually not considered (i.e. situations in which a lexical unit may be considered term in one context, and a general-language word in another context); (2) the reference lists, even if they are based on pre-established set of terms (e.g. a terminology bank) or a special corpus-based list drafted by terminologists, can be far from complete. Term candidates for descriptive TM can be evaluated against terminological registers, i.e. published lists of (presumably) all terms found in a particular LSP within a defined time period (usually a year). Unfortunately, such resources are scarce, difficult to obtain and usually outdated.

Above all, however, expert opinions may differ, and hence more extensive panels of specialists would need to participate in the evaluation process. Undeniably, such process is time consuming and costly, and still not devoid of subjectivism. Therefore, automatic term candidate evaluation is advocated.

(v) Among other important sources that could be incorporated in term candidates evaluation are thesauri, ontologies, including prototypical ontology representations (K. Ahmad/ L. Gillam 2002: 4), and semantic networks. These resources are significant tools in knowledge representation, and therefore are primarily used in information retrieval systems and word sense disambiguation, among other NLP applications. In particular, ontologies and semantic networks have been used in word sense disambiguation (for Princeton’s WordNet see X. Li/ S. Szpakowicz/ S. Matwin 1995; for Polish Słownieć, also known as PolWordNet37, see P. Kędzia/ M. Piaśceki/ M.J. Orlańska 2015), including in specialised domains (R. Prokofyev et al. 2013), while thesauri have been employed in document indexing and searching, identification of terms, and presentation of semantic content. Term extraction/recognition and validation is a by-product of such extensive systems.

On a final note, evaluation procedures will to some extent depend on the future use of the terms extracted, whether for indexation, thesaurus design, improvement of automatic translation systems, semantic disambiguation, etc. (Ch. Enguehard 2005: 972) Consequently, each specific type of TM will possibly require a separate set of evaluation criteria.

4.9.

4.9.1.

Since TMs are specific terminographic works, they share some characteristics with other dictionaries, for example structure (i.e. macro-, medio-, and microstructure) or design criteria. The structure of TM as a resource or a reference work will depend on a number of variables elaborated on at the design stage. Yet, as has been mentioned in the introductory part of this paper, the structure of LM/TM should be kept simple, rather than become universal. There have been some proposals for the minimum set of data in a terminological work. H. Felber and G. Budin suggest that such entry should encompass (a) indication of the subject field, (b) language code, (c) terminological unit, (d) source, (e) usage notes, (f) concept description/ context (H. Felber/ G. Budin 1994: 188). Other scholars limit a minimum entry to (a) an
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indication of the subject field, (b) the term itself, and (c) the [indication of] source of the term (F. Mayer 2013: 1466). From the perspective of a correctly compiled TM, a minimum entry consists of (a) the term, and (b) an indication of the sources, possibly in a form of a collective bibliography. From the terminographic perspective, in a work such as TM, the mere fact of inclusion of a lexical unit in a lemma list is highly informative, since it proves the value of the unit for use as a representation of a quantum of specialist knowledge. An additional indication of a subject field (or subfield) should be included in reference works encompassing a choice of vocabulary units from a macrofield or a number of related fields. In a descriptive TM, linguistic variants, synonyms as well as syntagmatic neighbourhood of the entry term should be provided for. Moreover, disambiguation notes, short descriptions, frequency count and terminological notes are other optional elements of an entry. In bi- and multilingual TMs, language equivalents are the obvious elements of the microstructure, while language indexes are the important elements of the outside matter.

The difference between a TM with a minimum set of microstructural elements and a terminological register lies in the fact that the latter eithercatalogues all terms of a specific specialist field or new terms in a field within a specified time period, while the former always presents a selection of vocabulary (following a rigorous and scientific compilation method).

4.9.2.

Considerations regarding the nature of specialised vocabulary and the functions of TM, as presented throughout this paper, prove that any attempt to (pre)define the number of lexical units to be included in a TM must be viewed as futile. This state of affairs primarily results from the non-quantifiable nature of human competence, including the lexical one. Also, it is impossible to definitely and accurately measure lexical stock of an LSP, since the feature that primarily determines the number of headwords in a TM is the conceptual integrity of the field/domain/subdomain to be represented in the work. Omission of terms that are semantically/ontologically/conceptually related within the same field/domain must be considered a methodological error. Therefore, if any figures regarding the number of TM entries are provided, they can be used for comparative studies (i.e. used to relate the sizes of various TMs) or as a marketing tool.

4.9.3.

One of the most important (and marketable) features of modern terminological resources, including TM, is their currency (up-to-dateness). This stems from the need to reflect (codify) rapid developments in the majority of fields, and the resulting discoveries and changes in theoretical paradigms and practical solutions. From the practical perspective, the currency of any terminographic work is relative and highly dependent on the up-to-dateness of the primary sources as well as compilation techniques (traditional vs. electronic online resource). For a TM to retain its high value, it needs to be updated regularly, which calls for an electronic form of the
reference work, with a potential of distant (online) updates. The financial aspect of a TM project is probably a decisive factor in long-term TM management.

4.9.4.

In discussions on the shape of TM as a didactic means, it is suggested that the vocabulary included in such work should represent a B2/C1 language level (E. Jendrych 2009a: 126, O.L. Yaroshenko 2014: 104). Evidently, scholars focus only on the language proficiency level, somewhat disregarding the conceptual side of terms. While it is true that in order to comprehend/ discuss (specialised) professional matters, it is necessary to attain a certain level of general-language proficiency (e.g. to be able to understand/ formulate meaningful text structures/ grammatical constructions/ pragmatic frames, etc.), it is worth emphasising that any vocabulary grading is conventional and only partially corresponds to language proficiency. For one thing, vocabulary is only one element of the entirety of means/ skills constituting the human language, and for another, terminology represents a specific subcategory of lexical means, in so far as it reflects more precisely the cognitive side of terms (i.e. concepts/ units of understanding). In fact, the choice of terms on the basis of specific-level conceptual hierarchy and/or a prototypical differentiation, supported by frequency counts and appropriate dispersion (range) measures, possibly constitute the major axis of the compilation method. In educational contexts, the overarching goal of TM consists in enabling users to achieve a higher level of specialised language proficiency, while the final aim is to develop student autonomy, so that they can further develop their own specialised/ professional competence on the basis of unabridged materials.

4.9.5.

As has already been hinted, similarly to general language lexical minimums, or core vocabularies, terminological minimums have a great potential of being used in NLP applications, including machine translation (H. Lehmann 1991, A. Östling 1991). To this end, the resource needs to assume a machine-processable form.

The importance of computerised terminography have long been recognised, mainly in light of a vast vocabulary stock to be dealt with by terminologists (H. Felber 1982: 322). It has been demonstrated in many parts of this paper that the modern TM should become a specific piece of software, with the terminological data stored in a database or generated on the fly. In fact, the software could become an independent tool, integrating most, if not all, of the above automatic systems, such as automatic corpus creation, term extraction, and verification/ selection, and, in particular, the functionality of generating TMs according to user-specified criteria. In the glottodidactic context, for example, electronic TMs could provide the educators and learners with statistical data, various types of terms extracted from the corpora, disambiguation notes/ contexts, collocations, foreign language equivalents, etc., on top of their ability to generate lexical educational materials, graded tests, self-study
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38 In such cases, TM resembles defining vocabulary used in learner’s dictionaries.
materials. Moreover, modern digital world requires that such database should be interconnected with other similar resources, including databases, term banks, dictionary systems, etc. Similarly to a lexical minimum, TM could be a stand-alone downloadable (with remote access to the database or automatic retrieval system), accessible online or be part of other lingware, such as translation or terminology management systems.

5.

Although the notion of terminological minimum is predominantly associated with an educational tool, this paper has attempted to demonstrate that the concept should be viewed from a much wider perspective and discussed from a variety of angles. From the ontological perspective, TM is primarily a specific lexical competence of a person. As a specific tool, TM is viewed as a terminological resource and a teaching/learning aid. Accordingly, theoretical and practical (methodological) discussions related to TM should involve findings of several fields, including (cognitive) linguistics, quantitative linguistics, glottodidactics, terminology, information/computer science, etc.

TM as a terminological resource can play a significant role in maintaining conceptual integrity of a field/domain, mainly through presentation of base terms extracted on the basis of the strongest conceptual/semantic relations binding the concepts/terms in question. Such a resource will become a valuable tool in terminology standardisation, translation, as well as a basis for LSP materials development.

TM as a specific glottodidactic means aids specialised vocabulary teaching/learning process, parallel to its function as a standard-setting and testing tool. In fact, TM should be the first resort lexical reference work in LSP courses.

TM for communication purposes could/should also include LGP units to enable uninterrupted flow of information (in fact, each LSP text includes some percentage of general-language and/or general-technical/scientific set of vocabulary). Alternatively, it could be advocated that in certain uses/contexts, such as in various communications settings and in LSP courses (especially where foreign language instruction is in place), LM and TM could be combined.

In the digital age, the only practical shape for TM is a specific type of lingware, possibly incorporated in other tools, such as electronic didactic platforms or translation software. It could also be available as a downloadable and/or an online resource. In its simplest form, TM takes a shape of a continually updated database, from which data chunks can be obtained for a number of purposes. An advanced variety envisages an automatically created TM database, designed according to user-defined criteria, offering a number of different output data for a variety of purposes (e.g. terminological resources, self-study materials, etc.). Such model will most likely be descriptive in its nature, unless it is also connected to other standardised databases.

The above proposals are not guided by wishful thinking of the author – the technology and methodology are out there, waiting to be combined in a useful end-product for a growing number of prospective users and uses.
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